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Abstract

Climate change increases the likelihood of extreme climate- and weather-related
events, but also the pressure to adjust to a lower-carbon economy. We propose a
measure of climate change transition risk, based on neural network word embed-
ding models for large-scale text analysis, and document that when it unexpectedly
increases, major commodity currencies experience a persistent depreciation in line
with economic theory. Expanding the analysis to a richer set of countries confirms
a negative correlation between a country’s carbon export dependency and exchange
rate response to transition risk. Word embeddings have been crucial for scientific
advances and improvements on down stream tasks in the Natural Language Pro-
cessing literature over the last decade. Our study shows how they can be used to

quantify an important but hard-to-measure concept in economics.
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1 Introduction

The economic risks posed by climate change can be decomposed into at least three com-
ponents (Carney, 2015): physical risk arising from climate- and weather-related events;
liability risk arising if losses due to climate change are legally pursued with compensation
demanded; transition risk resulting from the cost and opportunities following adjustments
towards a lower-carbon economy. Perhaps due to ease of measurement, the majority of the
empirical literature in finance and economics on the topic has mostly concentrated on the
first of these components. Dell et al. (2014), Burke et al. (2015), Hong et al. (2019), and
Choi et al. (2020) provide prominent and recent examples. However, a growing literature
is now starting to focus more on the transition risk component (Atanasova and Schwartz
(2019), van der Ploeg and Rezai (2020), Sen and von Schickfus (2020), Gavriilidis (2021),
Ardia et al. (2022)). The policy relevance of this focus is well illustrated by Norges Bank’s

reflections on recent exchange rate developments in 2019:

“The krone has been weaker for some time than projected in the Monetary Pol-
icy Report. [...] Prospects for lower activity in the petroleum sector and un-
certainty about the need for restructuring in the Norwegian economy may also
have weighed on the krone.” (Norges Bank Monetary Policy Report 3/2019)

The challenge is how to measure climate change transition risk to test conjectures of this
type. In this article, we propose a novel measure of country-specific transition risk and
analyze how its exogenous fluctuations affect carbon-intensive commodity currencies. In
doing so, our contribution is foremost about measurement, but also about how climate
risk affects valuations at a national level, and not only firm value, which has been the
dominant research entity in existing research.

A simple economic definition, imposing a minimal set of assumptions, guides how we
construct the transition risk measure and highlights why it should be particularly rele-
vant in the current context. In particular, it follows from the present-value formulation of
the real exchange rate that it embeds expectations about future macro fundamentals and
currency risk premiums (Engel and West (2005), Froot and Ramadorai (2005)). In terms
of the former, the well-known Balassa-Samuelson hypothesis (Balassa (1964), Samuelson
(1964)) and the related Dutch disease theory (Bruno and Sachs (1982), Eastwood and
Venables (1982), Corden (1984), van Wijnbergen (1984), Torvik (2001)) are particularly
relevant for commodity exporters. Both theories predict a persistent appreciation of the
real exchange rate following productivity shocks in the traded sector and windfall gains.
However, news about potential future realizations of these factors affect the real exchange

rate already today because it affects (long-run) macro expectations.! As such, when

1See, e.g., Charnavoki and Dolado (2014), Bjgrnland and Thorsrud (2016), Arezki et al. (2017), Bjgrnland



climate-related news perceived as unfavorable for future (commodity) production poten-
tial arrives, reflecting an increase in transition risk, the exchange rate should depreciate
already today.?

In terms of the risk premium, assets that are particularly exposed to adjustment
towards a lower-carbon economy should earn a premium because they are expected to
deliver low returns in a low-carbon future. For high-carbon commodity exporters, this
pulls the exchange rate in the same direction as the macro effect. However, as transition
risk, by definition, is associated not only with the costs but also opportunities associated
with change, hedging investments that pay off primarily in a low-carbon future should be
discounted at a rate below the risk-free rate. Accordingly, in response to new information,
and considering the effect stemming from the risk premium in isolation, the real exchange
rate of a commodity exporter might appreciate on impact if investors believe that the
content of the news provides a hedge against a low-carbon future state.?

While the risk premium and macroeconomic effects potentially pull in opposite di-
rections, it seems reasonable to assume that the latter effect dominates. The costs of
transitioning to a lower-carbon economy are arguably higher for countries whose econ-
omy is highly dependent on carbon-intensive income relative to countries where income
is less carbon-intensive. Still, the distinction is useful because it illustrates the duality,
or cost and opportunities perspective, embedded in the transition risk definition. To this
end, we contribute to the broader finance and economic climate literature by proposing a
methodology for measuring this type of climate change risk.

As a starting point, we observe that expectations change due to new information and
that the media operate as “information intermediaries” between agents and the state
of the world (Nimark and Pitschner (2019), Larsen and Thorsrud (2019), Larsen et al.
(2021)).* However, as alluded to above, transition risk can change in response to various

news events, ranging from discussion and implementation of actual policies to news that

et al. (2019), and (Harding et al., 2020) for recent empirical support for these theories.
2(Classical examples of such news is the (potential) introduction of new carbon taxes or governmental laws

restricting future commodity exploration (e.g., drilling licenses). More generally, it is by now well known
that carbon budgets compatible with conventional temperature targets imply that new investments in
high-carbon capital should be rapidly discontinued and existing production technologies scaled down or
retrofitted at a cost (Campiglio and der Ploeg, 2021). However, the actual implementation and public

support related to such policies are subject to time variation.
3Topical (Norwegian) examples are news reflecting an increased willingness among the public or govern-

ment to allow for large (off-shore) windmill or solar investments. In terms of stocks, Péstor et al. (2022)
makes a related argument, arguing that the discount rate effect incentivises companies to become greener

because it increases their current market value (i.e., lowers their expected return and cost of capital).
41t is well documented that mass media coverage increases public awareness about environmental issues

(Schoenfeld et al. (1979), P. (1986), Boykoff and Boykoff (2007), Sampei and Aoyagi-Usui (2009), Hale
(2010)).



reflects changes in investor and consumer preferences and even more silent features related
to systematic directional modification of ideas and narratives as they are spread in the
public discourse (Shiller (2017), Hirshleifer (2020)). This makes filtering the news in
search of specific events very challenging. Instead, we focus on a smaller set of more
general keywords, such as “green”, “uncertainty”, “economy”, and “petroleum”, and
quantify how these are used in context with each other across time.

Guided by the duality of the transition risk definition, we then let our news-based
measure of transition risk consist of two components. The first component reflects the
opportunity perspective of transition risk, capturing the extent to which a country is
perceived as “green” rather than “brown”. The second component reflects the cost per-
spective and captures the uncertainties related to the (influential) carbon-intensive sector
of the economy. Going forward, we denote these as the “green transition dimension” and
the “carbon-economy dimension” of transition risk.

We operationalize the above reasoning using a unique and large corpus of international
business news provided by the Dow Jones Newswires Archive (DJ). This data is parti-
tioned into monthly blocks, and a neural network is used to construct word embeddings
for each month in the dataset. Word embeddings represent words in vector space and
have been crucial for scientific advances and improvements on down stream tasks in the
Natural Language Processing literature (NLP) over the last decade.” The reason is that
they capture well shared context of words in the corpus, densely encode many linguis-
tic regularities and patterns, and allow for arithmetic operations capturing associative
meaning.

Accordingly, for each month in the sample, we derive the sum of word vectors rep-
resenting the two transition risk dimensions and regress this aggregated word vector on
word vectors for each country. To the extent that the aggregated word vector points in the
intended transition risk dimension in vector space, the parameter estimates of these re-
gressions measure how strong the association between a given country and climate change
transition risk is and how it varies across time.

At an intuitive level, time variation in our suggested measures can be due to changes
in how climate change-related words are used in relation to a country or because these
words are used differently across time. Words such as “climate” and “green” might, for
example, be used much more in relation to the words “risk” and “economy” today than
a decade ago or when the flow of climate-related news is particularly high. The word

embedding methodology we apply is designed to capture exactly these types of changes.

5Word embeddings are now important features in close to all Deep Learning algorithms performing tasks
such as language modeling, text classification, translation, question answering and named entity recog-

nition.



Performing an intrinsic evaluation of the estimated transition risk embedding itself
suggests that it is associated with words we a priori would have expected it to be associated
with, that these words together seem to form a cluster distinct from other related concepts,
and that one can use the transition risk embedding to achieve reasonably good out-of-
sample classification performance.

Turning to the down-stream task of analyzing the relationship between transition
risk and real exchange rates, we focus on the commonly used commodity currencies of
Australia, Brazil, Canada, Malaysia, Mexico, Norway, Russia, and South Africa and use
Vector Autoregressive models to capture the unpredictable part of transition risk.’

Accounting for the dynamic interactions between commodity prices, interest rate dif-
ferentials, business cycle developments, and various uncertainty measures, we show that
exogenous transition risk innovations generally lead to a significant and persistent ex-
change rate depreciation, which explains roughly four percent of the long-run variation in
the real exchange rates. Consistent with the underlying mechanism we build on, transition
risk shocks also tend to cause persistently lower aggregate stock market valuations and
reduced commodity supply. Likewise, including a rich set of other countries in the analysis
shows a significant negative correlation between a country’s carbon export dependency
and the exchange rate response following transition risk shocks. When dissecting the
two-part transition risk construction, we document that the two components of transition
risk indeed have opposite effects on the real exchange rate. In line with the present-value
formulation, shocks to the “green transition dimension” lead to an appreciation and a fall
in expected returns. Finally, when comparing our suggested transition risk measures with
commonly used climate risk alternatives, that are not explicitly aimed at capturing tran-
sition risk, we find that these indexes either do not matter much in the current context
or that they likely capture only one dimension of transition risk.

Climate change is a significant global issue, and understanding how its associated risks
affect economic and financial valuations is vital for market participants and policymakers.
Naturally, there is extensive literature on the topic. Thus far, however, most of this

literature has been concerned with firm value.” We contribute by proposing a methodology

5These countries produce a substantial amount of carbon-intensive commodities (Figure C.1 in Appendix
C) and are thus particularly relevant from a transition risk perspective. Major (fossil fuel) commodity

exporters that do not have floating exchange rates have been left out of the analysis.
See, e.g., Bolton and Kacperczyk (2021), Hsu et al. (2022), Freeman et al. (2015), Daniel et al. (2019),

Batten et al. (2016), Andersson et al. (2016), In et al. (2017), and Krueger et al. (2020). In relation to
commodity producers, the literature on stranded assets is closely connected to the transition risk concept
(Ramelli et al. (2018), Atanasova and Schwartz (2019), van der Ploeg and Rezai (2020), Sen and von
Schickfus (2020)). The recent exploratory analysis by Cha et al. (2020) shares our focus on the foreign

exchange market, but study physical climate risk shocks.



for measuring the transition risk component of climate risk and evaluating how it affects
real exchange rate fluctuations. Such fluctuations are important from a macroeconomic
perspective and the conduct of monetary policy in particular.

While our application is context specific, the methodology and intuition are general
and potentially valuable for a broader set of applications. As such, this article speaks to a
growing literature using text as data and tools from NLP and Machine Learning (ML) to
facilitate and improve measurement in economics and other social sciences. For example,
Kozlowski et al. (2019) use word embeddings to produce richer insights into cultural asso-
ciations and categories than possible with existing methods in the field of sociology, while
Baker et al. (2016), Thorsrud (2018), Hansen et al. (2018), and Angelico et al. (2022) use
topic models or Boolean search techniques to measure uncertainty, business cycle devel-
opments, monetary policy, and inflation expectations. In particular, this article relates to
recent work by, e.g., Engle et al. (2020), Gavriilidis (2021), and Ardia et al. (2022), who all
propose news-based climate risk measures using dictionary-based methods in combination
with Boolean search or term frequency—inverse document frequency calculations. How-
ever, none of these indexes is designed to explicitly capture the country-specific transition
risk component of climate risk. As discussed above, this component seems important for
understanding exchange rate fluctuations.

The rest of this paper is organized as follows: Section 2 presents the textual data,
the word embedding methodology, and the proposed transition risk measures. Section 3
describes the exchange rate modeling framework and presents the main results regarding
transition risk and commodity currencies. Section 4 expands the analysis by including a
broad set of non-commodity currencies and using alternative climate risk proxies. Section

5 concludes.

2 Transition risk and measurement

Climate change transition risk is difficult to measure. First, changes in it can stem from
many factors, ranging from new governmental regulations to shifts in preferences and
demand among economic agents. Second, changes in expectations, that in turn affect
economic outcomes, happen due to new information. However, new information about
the variety of factors affecting transition risk is not available in commonly used databases.
The second point above motivates why we use textual news data. By definition, the news
industry operates as “information intermediaries” between agents and the state of the
world and covers a variety of events and topics, including news relevant to transition
risk. The first point above motivates why we propose to use a neural network word

embedding model to quantify the high-dimensional textual news. Word embedding models



utilize the co-occurrences of words in the corpus to predict neighboring words. As a by-
product, words are represented as relatively small and dense vectors, with two particularly
appealing features.

First, estimated word embeddings encode many linguistic regularities and patterns
and allow for arithmetic operations that can capture associative meaning. A famous
example is “king” — “man” 4 “woman” =~ “queen”, where the word vector “king” and
the difference between “woman” and “man” pulls the resulting vector in the royal and
feminine directions, respectively, with the end product being close to the actual vector for
the word “queen”. For our purpose, the royal and feminine dimensions are not relevant,
but capturing the associative meaning of words that, taken together, point in the (latent)
transition risk dimension is.

Second, when estimating word embedding models, running text can be used as implicit
supervised training. This avoids the need for any hand-labeled supervision signal and
makes the methodology flexible and user-friendly in many contexts. In contrast, popular
NLP methods such as the Latent Dirichlet Allocation topic model, which has been applied
in several recent economic studies (see, e.g., Larsen and Thorsrud (2019) and Hansen
et al. (2018)), is an entirely unsupervised methodology where the user needs to define the
meaning of the estimated topics ex-post. Similarly, applying commonly used word-count
approaches would require that the researcher defines all the terms reflecting (country-
specific) transition risk and that these terms are used more or less exclusively in the
context of transition risk across time. By the nature of the problem, this would be a
highly subjective and difficult task.

As an example, consider these two sentences sampled from news articles in August
2002 and April 2007, respectively: “...any worsening of the economic climate in Norway,

7

particularly a further deterioration in the credit cycle...” and “...Norway will be at the

forefront of international climate efforts and will take a leading role in the development

)

of a new binding climate agreement...”. Clearly, both sentences are about Norway, but
only the latter is related to climate risk. A simple word-count-based method would easily
count both as being about “climate” risk if using this keyword for search. In contrast,
word embeddings capturing linguistic regularities and patterns, as well as the associated
meaning between words, are better able to separate the two. In line with this, our results
reported later also suggest that climate change transition risk was low in Norway in
August 2002 and high in April 2007.

Finally, the word embedding logic, to some extent, also applies to the popular and
widely used political uncertainty indexes first proposed by Baker et al. (2016). Like

us, they focus on the shared context of words (such as “uncertainty”, “political”, and

“economic”). However, whereas they use standard Boolean search techniques to count



the co-occurrences of terms at the article level, we formulate the problem as predictive and
use word embedding models to capture how words relate in a broader context. One reason
for this choice is that it is unlikely that all the terms assumed to reflect country-specific
transition risk occur in the same piece of text or article, making the number of counts
potentially negatively biased when using Boolean search techniques. At the same time,
widening the document definition to, e.g., one day, increases the risk of picking up counts
that are unrelated to climate change transition risk. For example, there can much writing
about “green” and “apples” that has nothing to do with transition risk, but that would
still be counted when using one day as the document definition and standard Boolean
search techniques.®

Below, in Sections 2.1 and 2.2, we describe in greater detail the DJ corpus and how we
apply a word embedding model to construct quantitative and country-specific transition
risk measures. Section 2.3 provides more intuition for the approach and an intrinsic

evaluation of the estimated embedding space.

2.1 News data and word2vec

The DJ corpus consists of roughly 23 million news articles written in English, covering
the period from 2001 to 2019. The database contains a large range of Dow Jones’ news
services, including content from The Wall Street Journal. Arguably, the DJ does not
fully reflect all news relevant to each country. Still, news stories relevant to investors and
agents in the international foreign exchange market are undoubtedly well covered by this
type of business news. The Dow Jones company’s flagship publication, The Wall Street
Journal,s is also one of the largest newspapers in the U.S. in terms of circulation. This
means that it has a large footprint in both the U.S. and global media landscape and that
important ongoing stories and discussions are well covered by this type of news outlet.

The news corpus is cleaned prior to estimation. We remove all email and web addresses,
numbers, and special characters, erase punctuation, set all letters to lowercase, and remove
words containing fewer than two or more than 15 letters. These feature selection steps
reduce the vocabulary size to approximately 90000 unique terms. The dimension reduction
facilitates estimation and is common in the literature. Finally, the corpus is partitioned
into monthly blocks of articles. Each month of data contains between 42000 (2005M2)
and 115000 (2013M3) articles.

The monthly data blocks are used as input in a word embedding model. The famous

8Gavriilidis (2021) develops a climate policy uncertainty index (CPU) building on the method proposed in
Baker et al. (2016) for measuring economic policy uncertainty. Since this is not country- or transition risk
specific, the issue of picking up spurious counts is likely less pronounced for this measure. We compare

our measure against it in Section 4.



and widely used word2vec algorithm (Mikolov et al. (2013), Mikolov et al. (2013)) is one of
many algorithms used to compute such vectors and is often denoted as a skip-gram model
with negative sampling. In essence, the method uses a binary classification problem,
evaluating if the center word w, is likely to show up near the target word w; to compute
the classifier weights that will be the actual word embeddings.”

More formally, let w; be a word from the vocabulary V', with size |V, define a context
window of size m, and assume a bigram model, where the probability of the sequence
depends on the pairwise probability of a word in the sequence and the word next to it,
as P(We—m, Wemi1s - Werm—1, Werm) = H?ZQ#m P(we—m+jlwe). The intuition for the
skip-gram model is then to maximize this probability such that a word is likely to occur
near the target if its embedding is similar to the target embedding, where similarity is

approximated by the dot product of the word vectors. For one target/center word pair

(Weem+j, We), with vector representations w._,+; and v, the likelihood is

K
L(6) = log - eul/cmﬂ_% + ’; logﬁ, (1)
where @ contains the latent word vectors, and the logistic (or sigmoid) function is used to
turn the similarity measure between the word vectors for v, and w._,; into probabilities.
The last term in (1) relates to the negative sampling part of the skip-gram model name.
As running text is used as input to the model, only positive examples are present and
negative examples must be generated and added to the data. These terms are commonly
called noise terms (). For each target word, it is common to add K noise words.
Maximizing (1), and estimating the latent word vectors, is done using a two-layered
neural network. V' € R™ IVl is the parameter matrix in the first layer, with column wv; the
input vector representation of word w; (word embedding). U € R™*Vl is the parameter
matrix in the second layer, with row wu; the output vector representation of word w;
(context embedding). Learning proceeds as follows: For a one hot input vector & € RV
of a center word, the first layer selects v. = V& and the second layer uses the sigmoid
activation function on the score z = Uwv,.. The predicted values are compared to the one
hot vectors of the actual output, and the unknown parameters (V' and U) are updated
using Stochastic Gradient Descent. This method is fast, efficient to train, and available
in many software packages. We set the context window m = 5 and restrict the word
embedding length to n = 100. The network is trained for five epochs on every monthly

data partition.

9The word2vec model can be trained using either the skip-gram or the continous bag-of-words (CBOW)
algorithm. According to Mikolov et al. (2013) skip-gram works well with small datasets, and can better
represent less frequent words. We therefore use this approach here. Other widely used word embedding
models include GloVe (Pennington et al., 2014) and fastText Joulin et al. (2016).



2.2 Word embeddings and transition risk

Following Carney (2015), transition risk results from the cost and opportunities follow-
ing adjustments towards a lower-carbon economy. In the context of commodity curren-
cies, this motivates the two-part decomposition alluded to in the introduction. The first
component reflects the opportunity perspective of transitioning, capturing the extent to
which a country is perceived as “green” rather than “brown”. The second component re-
flects the cost perspective, and captures the potentially worse outlook for the (influential)
carbon-intensive sector of the economy. To provide a quantitative approximation to this
definition, we use the linguistic regularities and patterns encoded in the estimated word
embeddings together with arithmetic operations. The intuition for this approach is very
much the same as in the royal example above.

More precisely, we first define five word-based categories representing the “green tran-
sition dimension” and the “carbon-economy dimension”. This is illustrated in Table 1.
The sum of the concern, commodity, and economy categories results in a vector intended
to point in a direction encompassing economic risk related to the fossil fuel-producing
sector of the economy. I.e., we want to capture economic concerns and not all other types
of concerns. And we want those economic concerns to be related to fossil fuel produc-
tion. The terms climate™ and climate™ capture the climate change dimension. Adding
climatet — climate™ to the “carbon-economy dimension” therefore has the effect of start-
ing at the latter dimension and taking one step in the more climate-friendly, or green,
direction. Accordingly, the aggregated transition risk word vector reflects the economic
risk dimension in the context of climate change.'”

To capture the monthly association between countries and the transition risk word

vector, we solve
TR, = Bt =argminS(5;) and S(B;) = ||country, — transition risk; x [5’1t||2 , (2

where the word vector for country; is given in Table 1, and f; is the association between
country ¢ and climate risk. Although Bt is estimated using the OLS estimator on each
monthly data block, the subscript ¢ is used to highlight that this relationship potentially

changes through time.!!

DO Transformer-based models, such as BERT (Devlin et al., 2018), explicitly learn context specific embed-
dings, and might potentially deliver better representations of the the latent transition risk embedding.
However, these models typically contain hundreds of millions parameters, making it unfeasible to esti-
mate on a monthly basis. Transfer learning approaches are possible, but would easily involve some type

of forward-looking bias in our setting.
HKozlowski et al. (2019) apply a similar approach to uncover changes in cultural associations. E.g., to

determine the gender association for the word “tennis”, they project the embedding for this word onto

the gender dimension of “man” — “woman”, and document how the projection changes through time.

10



Table 1. Constructing transition risk indexes from word embeddings. The upper part of the table reports
the key dimensions of the transition risk definition used in this article. Category names are printed in
bold and the associated words (i.e., word vectors) are listed in the right side of the table. The lower part
of the table reports the words (word vectors) used to define each country. In the case of South Africa,
the corpus has been cleaned prior to estimation by joining terms, e.g., instead of representing “South

Africa” as a bi-gram it is collapsed to one token “SouthAfrica”.

Key dimensions Words

concern, = n% (concerny + concerned; + risky + risky, + uncertaing+
worried; + worryings)

commodity, = n%(emtractt + mine; + fossily + fuels; + fuel; + oily+
crudey + petroleumy + coaly + lignite;)

economyy = n%(economyt + economic; + economics; + business;+
sectory + sectorsy)

climate?‘ = i(climat@t + greens + clean; + renewable; + oxygen;+
recycling, + ecosystem; + cooling; + protecty)

climate; = nis(emissionst + dirty; + fossily + dioxide; + methane;+

pollution; + warming; + exploity)

transition risk, ~ (concern; + commodity; + economy;) + (climate) — climate;)

carbon-economy dimension green transition dimension
Countries (country)
Norway = 1 (norway, + norwegiany)
Mexico = 1 (mexico, + mexican,)
Malaysia = L(malaysia; + malaysiany)
Canada = %(canadat + canadiany)
Australia = L(australia; + australian;)
South Africa = i (southafricas + southafrican:)
Brazil = %(brazilt + brazilian,)
Russia = ~(russia; + russian,)

An increase in 3; means that transition risk increases because the country is becoming
more associated with concerns about the process of adjusting towards a lower-carbon
economy. While such an increase might benefit the climate, we hypothesize that it will
put downward pressure on commodity currencies.

We emphasize three points about this construction. First, because of differences in
policies, public perception, and consumer and investor behavior across countries, the de-
gree of transition risk is both time-varying and country-specific. Second, the individual
words in each category in Table 1 are averaged to construct one word vector for each cat-
egory. This ensures that the methodology is robust to the exact words and the number
of words allocated to each category. Performing over 30000 random leave-one-word-out
(of each category) permutations of the words listed in Table 1, and computing a transi-
tion risk measure for each unique combination of words, does not materially affect the
TR, estimates. Irrespective of the country, the median correlation is never below 0.94
(Table C.1 in Appendix C). We have also experimented with actively excluding words

with climate friendly (e.g., “oxygen” , "ecosystem”, and “cooling”) and less friendly as-
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sociations (e.g., “dioxide”, “methane”, and “warming”) from the category lists in Table
1. Doing so we observe that the implied transition risk indexes are almost unaffected.
However, removing one or more of the key dimensions from the construction, results in
very different indexes. Finally, although the transition risk measures constructed here are
motivated by the commodity currency setting, the methodology and intuition are general
and potentially valuable in a broader set of applications.

To construct confidence intervals for the T R; estimates, we follow Kozlowski et al.
(2019) and conduct subsampling (Politis and Romano, 1994). For the 90% confidence
interval, the corpus is randomly partitioned into 20 subcorpora, and the word2vec algo-
rithm is run to produce the word embedding matrix for each data partition. Then, the
error of the projection statistic T'R, for each subsample s is e* = \/7,(T'R; — T'R,), where
7, and T'R{ are the number of texts and the solution to (2), respectively, in subsample s.
Then, the 90% confidence interval spans the 5th and 95th percentile variances, defined by
TR, + <2 and TR, — €2 where ¢¥® and (1 denote the 2nd and 19th order statistic

v 7
associated with the lower and upper bounds of the confidence interval.

Figure 1 reports the country-specific transition risk measures together with the es-
timated uncertainty. The transition risk measures are precisely estimated and display
considerable cross-country variation in the degree of risk across time. For Canada and
Norway, for example, the degree of transition risk is generally higher in the latter half of
the sample than previously, while the developments in, e.g., Australia and Malaysia are

more u-shaped. However, the risk estimates peak sometime after 2013 for most countries.

2.3 Understanding transition risk embeddings

In studies using (news) text as data to measure the flow of information or latent concepts,
annotating estimates like those in Figure 1 with historical events is common to informally
validate how plausible they are from a narrative perspective. Such an approach is less
suited here. The reason is that T'R; measures the association between a country and
transition risk, and not how much climate risk is talked about per se. Whereas events likely
affect how much different topics are discussed in the public discourse, the events might
not change how and in which context these topics are discussed. Still, for completeness,
Figure 1 is annotated with important climate events suggesting at least some correlation
between such events and high levels of transition risk.

Figures 2 and 3 are better suited to build intuition and evaluate the word embedding
approach. Figure 2a reports the historical pairwise cosine similarity for some of the five
categories in the transition risk definition in Table 1. Consistent with the conjecture
that the flow of economic news has become more climate oriented, the results indicate

that “economy” related words are now more associated with “climate” related words than
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Figure 1. Climate change transition risk. The green lines show the mean estimates. The color shadings
cover the 90% confidence intervals. The annotations report some important climate change events. For

visual clarity, the raw T R; series are smoothed using moving averages with a window size of seven months.

before. A similar pattern is observed for how these “climate” terms relate to words in
the “concern” category. In contrast, it does not seem to be a trending pattern between

“commodity” and “climate” related words. Still, the degree of association between these
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Figure 2. Figure 2a reports the historical pairwise cosine similarity between some of the transition
risk categorizes defined in Table 1. The thin broken lines report the raw estimates. The tick lines
report the linear trend estimated from s(wi:, w;¢) = o + Bt + e;, where s(wj, wje) is the cosine similarity
between category ¢ and j at time t. If the estimated trend is not significant at the 5% level, a broken
line is reported. Figure C.2, in Appendix C, reports the historical pairwise cosine similarities for all
five categories in the transition risk definition in Table 1. Figure 2b reports a t-SNE plot of the word
embeddings most closely related to the aggregate transition risk embedding. For each month in the year
2019 the 3000 most similar words to the transition risk vector are extracted (based on cosine similarity
scores). Then, we focus on the intersection of this set and compute the average word embedding for each
word (across months) in the retained set. The words associated with black color are the words defined in
Table 1 that also appear in the retained set. Since independent applications of the word2vec algorithm
might result in arbitrary orthogonal transformations, we follow, e.g., Hamilton et al. (2016), and use
orthogonal Procrustes to align the word embeddings before averaging. The two-dimensional visualization
of the high-dimensional embeddings relies on the t-SNE algorithm (Van der Maaten and Hinton, 2008).
We implement this method setting the perplexity to 10, reduce the original dimension of the embedding
space to 50 using PCA prior to estimation, and allow for up to 5000 optimization iterations. These

choices are common in the literature.

terms is high throughout the sample, indicating that writing about commodities is often
done in the context of climate change.

Figure 2b illustrates in two-dimensional space, using the commonly used t-SNE algo-
rithm (Van der Maaten and Hinton, 2008), how the aggregated risk vector encompasses
the transition risk concept. It shows which individual words in the corpus are most re-
lated to the aggregated transition risk vector. For ease of interpretability, we focus on
one particular year, 2019, and the average results across months for this year. While one

should be cautious about drawing strong conclusions regarding potential cluster sizes and
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distances in this type of plot, it delivers at least two relevant conclusions.

First, words that are closely related to the words defined in Table 1 tend to cluster
together rather intuitively. For example, the words in the immediate proximity to “crude”
and “oil” relate to commodities. Similarly, in the region close to “warming” and “climate”,
we find words such as “environment”, “sustainable”, and “generational”. For this reason,
the plot also illustrates well how the exact words chosen in Table 1 are unlikely to drive
our results. For example, whether we had included the term “worrisome” or not in the
“concern” set in Table 1 likely matters very little since the “worrisome” embedding is
almost identical to the “worried” embedding, which we do include.

Second, transition risk is covered by a relatively wide range of news, and different texts
relate to it by using different words. This makes it a high-dimensional object to analyze
empirically. As alluded to above, however, words that share contextual information but
are seldom used in the same texts, can have similar word embeddings which facilitate
arithmetic operations to capture associative meaning, as illustrated in the figure.

To further illustrate this contextual aspect, we construct aggregate embeddings for
three other concepts, defined by summing individual words such that “Monetary policy” =
“monetary” + “policy”, “Physical climate risk” = “extreme” + “weather” 4+ “risk”, and
“Policy uncertainty” = “economic” + “policy” + “uncertainty”. These concepts range
from being loosely to highly related to climate change transition risk.!? Next, we follow
the same procedure as above to find the most related words for each of these embeddings
and then compute the unique terms associated with each concept as well as the common
terms shared by two or more of them.

Figure 3a reports the low-dimensional t-SNE representation of how the word embed-
dings in each of these sets relate to each other. The common terms do not form a particular
cluster, as expected, while the unique “Monetary policy” and “Policy uncertainty” terms
overlap to some extent. “Policy uncertainty” terms do also, to some extent, overlap with
transition risk terms, which is intuitive, but both the unique “Physical climate risk” and
transition risk terms form distinct clusters. The latter terms are also well-encompassed
by the terms used to define the transition risk vector. Roughly 50% percent of the transi-
tion risk terms listed in Figure 2b is retained as transition risk unique in Figure 3a.'® In
other words, although the concepts above share many words, they form distinct clusters

in Figure 3a because the aggregated embeddings capture associative meaning.

12The cosine similarity between these vectors and the transition risk embedding are roughly 0.50, 0.60, and
0.75, respectively. We do not claim that these alternative constructions are the best possible approxima-

tions to the different concepts. They are mainly used for illustrative purposes.
13The “purity” of the clusters visualized in Figure 3a are not a result of the t-SNE algorithm. Using K-

means clustering to estimate four clusters from the combined embedding matrix shows that the unique

concept terms in Figure 3a typically are allocated to distinct clusters (Table C.2 in Appendix C).
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Figure 3. Figure 3a reports a t-SNE plot of the words and concepts related to transition risk. The results
are produced following the same procedure as in Figure 2b for the alternative concepts described in the
text. The t-SNE algorithm is applied on the embedding matrix containing the unique terms associated
with each concept as well as the common terms shared by two or more of them. The colors reflect terms
unique to one concept. Common terms are gray. Figure C.2, in Appendix C, zoom in on the different
areas in the graph (making words easier to read). Figure 3b reports the confusion matrix chart from the
Al-based classification experiment where the estimated word embeddings are used to classify sentences
generated by ChatGPT. The center square reports the number of predicted and true class labels. The

right column and bottom row reports the recall and precision rate, respectively.

To better formalize that the clusters observed in Figure 3a are distinct and relevant,
we perform a small Al-based auditing experiment. We first ask the new ChatGPT model
(OpenAl, 2021) to generate roughly 150 sentences about each of the four concepts de-
scribed above. This data is then used to train a standard multinomial logistic regression
using as input how well the words in these sentences explain the concept embeddings. Ap-
pendix B describes how we generate the training and validation data. Figure 3b reports a
confusion matrix chart summarizing the classification performance on the (out-of-sample)
validation data. Taking into account the simplicity of this experiment, the overall 88%
accuracy score is reasonable. For the sentences belonging to the transition risk category,
we achieve 90% recall and a precision above 80%. I.e., some sentences about the other (re-
lated) concepts are wrongly categorized as being about transition risk. In sum, however,

the classification results do, to a large extent, echo the information in Figure 3a.!4

14Tn the next section, when modeling how transition risk affect commodity currencies, we control for both
interest rates and other measures of uncertainty in the regressions to alleviate potential concerns about

capturing the wrong type of shocks.
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3 Transition risk and commodity currencies

Can climate change transition risk explain commodity currency developments? To take
into account the dynamic interaction between a set of potentially endogenous variables and
identify exogenous disturbances we address this question using a Vector Autoregressive
(VAR) modeling framework

yc,t = Ac,lyc,tfl +...+ Ac,pyc,tfp + Dcwt + ec,t ec,t ~ ZZdN(O, 20)7 (3)

where ¢ and ¢ denote the country and time indexes, p is the number of lags, and D.,
Ac1,...,A.p, and X, are matrices of suitable dimensions containing the model’s un-
known parameters. y.; is a vector containing endogenous variables, and x; is a vector of
exogenous variables (including a constant).

For commodity-exporting economies, and for data sampled at a monthly frequency,
commonly used explanatory variables include a commodity price index to capture exoge-
nous terms-of-trade shocks (Chen and Rogoff, 2003), short-run interest rate differentials
to capture deviations from uncovered interest rate parity, and business cycle indicators to
capture growth prospects (Amano and van Norden (1995), Akram (2004), Bodart et al.
(2012), Ferraro et al. (2015), Zhang et al. (2016), Kohlscheen et al. (2017)). Newer studies
also often include measures of uncertainty to capture “flight-to-quality” effects in times
of (financial) crisis, war, and conflict (Forbes and Warnock (2012), Rey (2015), Goldberg
and Krogstrup (2018), Caldara and lacoviello (2022), Akram (2020)).

In our benchmark specification, we let y.; = [TRc,t BC.; rey ComX.: REER.; ,,
where T'R,; is transition risk. BC. is a business cycle index obtained from OECD’s panel
of leading indicators and their business tendency survey. For countries where this variable
is unavailable, we use the year-on-year growth in industrial production. r., is the short-
run real interest rate differential, computed using trade weights, while ComX,; is the
real commodity price index obtained from Gruss and Kebhaj (2019).'5 The real effective
exchange rates, REER,.;, are obtained from BIS. ®#, = |1 VIX, GPR; ,, where VIX;
is a measure of financial uncertainty and GPR; is a measure of geopolitical risk obtained
from Caldara and Iacoviello (2022). In the interest of conserving space, a more detailed
description of the economic variables is relegated to Appendix A.

While the model in (3) allows for a rich description of the dynamic relationship between
the variables, our focus is on how transition risk innovations affect the real exchange rate.
For this purpose, we identify exogenous innovations as €.; = P.e.;, where P, is a lower

triangular matrix derived from P.P. = ¥.. We do not take a strong stand on whether

15ComX.; takes into account the basket of commodities produced by country ¢, and is constructed using
time-varying net-export shares. Our main results are robust to using the alternative commodity price

indexes derived by Gruss and Kebhaj (2019).
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transition risk is contemporaneously unaffected by shocks to the other variables in the
system and therefore identify transition risk shocks by ordering climate risk either first
or last in the system. These two alternative assumptions accommodate a view where
transition risk is treated either as contemporaneously exogenous to the remaining variables
in the system or as completely endogenous. As we document below, however, our results
are qualitatively unaffected by the particular ordering, suggesting that transition risk is
fairly exogenous to the other economic indicators in the short run.

To allow for a reasonable degree of persistence, we set p = 12, standardize all data
prior to estimation and use data covering 2002M1 to 2019M12. This ensures that the
same amount of data is available for all the countries, and it is a period in which many

of the countries in the sample have an inflation-targeting monetary policy regime.'

3.1 Pooled and partially pooled estimates

We begin by considering two panel VAR versions of (3), pooling information from the
different units to leverage the cross-sectional information in the data. In the first specifi-
cation, we assume full homogeneity across units. In the second specification, we relax the
homogeneity assumption and allow for random effects and cross-sectional heterogeneity
by adopting a hierarchical prior approach developed by Jarocinski (2010). To favor a par-
simonious model structure, parameter estimates are obtained for both specifications by
sampling from the posterior distribution using a Minnesota-type prior variance-covariance
matrix (Litterman, 1986). Both of these specifications are fairly standard in the literature.
A more detailed description of the models is relegated to Appendix D.

Figure 4 reports the response of the REER to a one standard deviation transition risk
innovation. Figure 4a shows the pooled responses, while Figures 4b-4i show the results
when allowing for cross-sectional heterogeneity. Two main conclusions stand out. First, in
line with earlier theoretical arguments, an exogenous transition risk innovation leads to a
persistent and significant depreciation of the real exchange rate. This holds across model
specifications. The sizes of the responses are also economically significant. For the pooled
estimates, for example, a one standard deviation innovation in transition risk leads to a
roughly eight percent depreciation of the REER at the one-year horizon. Second, with the

exception of Malaysia, treating transition risk as either completely contemporaneously

16 A battery of tests give inconsistent results across countries, regarding both the existence of variable unit
roots and the degree of cointegration. An earlier working paper version of this paper documents that all
our main conclusions apply when we instead estimate the long-run relationship between real exchange
rates and transition risk using a single equation framework and the Dynamic Ordinary Least Squares
(DOLS) estimator (Stock and Watson, 1993) or Autoregressive Distributed Lag (ARDL) models (Pesaran
and Shin, 1998). In unreported results we also confirm that our main qualitative conclusions are robust
to using VAR models with REERs in difference form.
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Figure 4. Pooled and partially pooled panel VAR results. Each graph reports the REER response
following a one standard deviation exogenous innovation to transition risk. The innovations are computed
from two different recursive orderings, where the transition risk variable is ordered either first (dotted
black) or last (solid black) in the system. The color shaded areas are 68% probability bands. All data is
standardized prior to estimation. The estimates are re-scaled using either the average or country-specific

standard deviation of the real exchange rates and reflect percentage change.

exogenous or endogenous to the other variables in the VAR system does not matter
qualitatively for these conclusions.

For completeness, the impulse responses associated with the transition risk indexes
themselves are reported in Figure C.4 in Appendix C. In short, they indicate fairly transi-
tory response paths. Although we rightfully refrain from making strong structural claims,
unexpected innovations to the other variables in the system give REER response paths
reasonably in line with conventional economic theory, and these variables respond as we
would expect to transition risk innovations (Figures C.5 and C.6 in Appendix C): The
business cycle indicators and interest rate differentials both decline significantly, while
the commodity price responses are insignificant. The latter result is likely because these
countries are price takers, but the result can also potentially be affected by global com-
modity market dynamics. We discuss this further in Section 3.3. Still, it is unlikely that

the proposed transition risk measures simply capture changing global demand or reflect
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general economic policy uncertainty. Augmenting the models with a global activity in-
dicator (Baumeister and Hamilton, 2019) or news-based and country-specific economic
policy uncertainty indexes (Baker et al., 2016) does not affect how transition risk affects
real exchange rates (Figures C.7a and C.7b in Appendix C.).

The bar plots in Figure C.9, in Appendix C, report the share of the REER variance
explained by transition risk. At the one-year horizon, transition risk explains roughly
2.5% of the variation in the REERs. When the response horizon increases to three or five
years, this number varies between 4% and 8% depending on which country one chooses
to focus on. Again, the exception to this result is Malaysia, where transition risk does
not seem to matter much. Overall, these numbers are small, but not negligible. For
comparison, a large literature examining the effects of monetary policy shocks does not
typically attribute more than 10% of the long-run REER fluctuations to such shocks (see,
e.g., Kim et al. (2017) for a relatively recent example). In terms of the transition risk
indexes, Figure C.8 in Appendix C documents that they are driven mainly by their own
shocks and thus largely exogenous to innovations in the other variables in the system.

To probe deeper into the timing of when transition risk historically has affected com-
modity currencies, Figure C.9 also reports the historical shock contribution from transition
risk. Given recent media coverage and REER developments, our prior view would have
been consistent with negative transition risk contributions towards the latter part of the
sample. We also observe this for six of the eight countries after roughly 2018. Interest-
ingly, for the period 20122016, transition risk is generally interpreted as being lower than
expected, suggesting that events associated with, e.g., the Paris Agreement, did not lead
to unpredictable short-term increases in transition risk. However, consistent with our
assumption that transition risk is country-specific, perhaps the most striking feature of
Figure C.9 is its large heterogeneity. For example, depending on the country one chooses
to focus on, transition risk shocks put either a strong positive or negative pressure on the

REERs in the early part of the sample.

3.2 Dissecting the two-part transition risk construction

Section 2.2 defines transition risk as the association between a given country and the
sum of two components reflecting a “green transition dimension” and a “carbon-economy
dimension”. Considering the two components in isolation, it follows by construction from
Table 1 and equation (2) that positive innovations in the “green transition dimension”
associates a country with becoming greener while innovations in the “carbon-economy
dimension” are associated with potentially worse prospects for the commodity-producing
sector of the economy. The combined effect is transition risk because it reflects the costs

and opportunities following adjustments towards a lower-carbon economy and considers
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the economic risk dimension in the context of climate change.

Still, considering the two components in isolation increases our economic understand-
ing of transition risk and its construction. Indeed, the present-value formulation of the
real exchange rate suggests that unexpected innovations to the two components of tran-
sition risk in isolation might give opposite effects on the exchange rate. To see this more

clearly, let a star denote foreign variables, and consider the formulation:

qr = Z Et(”:Jrh—l — i) — Z Ey(raeen) +m (4)
h=1 h=1

which writes the real exchange rate ¢, = s,+p; —p; as a function of expected excess returns
(Ey(rxeen)), expected macroeconomic fundamentals associated with real interest rate dif-
ferentials (£ (iry,,_, —i744n—1)) and the long-run exchange rate (y; = limn oo By (qrin)) 17
Linking (4) to present-value models of stocks, it is common to refer to the interest rate
differentials as cash flows and the expected returns as discount rates or the risk premium.
For an investor wanting to hedge against a low-carbon future, and if being more as-
sociated with becoming greener is interpreted as being better prepared for a low-carbon
future, equation (4) implies that the risk premium falls and the real exchange rate appre-
ciates following unexpected innovations to the “green transition dimension”. In contrast,
unexpected innovations in the “carbon-economy dimension” are assumed to foremost af-
fect the macro fundamentals of the economy via traditional Dutch disease effects or the
Balassa-Samuelson hypothesis. According to (4), this should lead to a depreciation.!®
To test these predictions, we re-estimate the pooled panel VAR model exchanging the
transition risk measure by either of its two components. Both components are constructed
from (2). Figure C.10, in Appendix C, reports the series. To allow interest rate differen-
tials and the other variables in the VAR to respond on impact to exogenous innovations in

the alternative indexes, we order them first in the system. Figure 5a reports the results.

17To derive at this expression, consider a strategy that borrows in home currency and invests in foreign
currency. The excess return on this strategy is rayy1 = S¢41 — St + 5 — i , where s, is the (log) nominal
exchange rate in home currency per unit of foreign currency at date ¢, and i; and 4} are the home and
foreign nominal interest rates between dates ¢ and ¢t + 1. Expressing the excess return in terms of the
real depreciation rate and the real interest rate differential, iterating forward, and taking conditional
expectations one arrives at (4). Engel and West (2005), Froot and Ramadorai (2005), Menkhoff et al.
(2017) and Dahlquist and Penasse (2022) are prominent and recent examples using the present-value

formulation to analyze exchange rate fluctuations.
18In theory such innovations can affect both Zzo:l Ey(ir} ,_, — irtgn—1) and 7. Imposing v, = 0 makes

the present-value formulation consistent with PPP. However, it is well documented that real exchange
rates can display large and persistent deviations from PPP. Harding et al. (2020) is a recent example
focusing on commodity currencies. Thus, we do not make any attempt at separating between the two.
Moreover, equation (4) makes no assumptions regarding the processes that drive expectations, making

fluctuations in discount rates and cash flows potentially correlated.
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Figure 5. Pooled panel VAR results. Figure 5a reports the REER response following a one standard
deviation exogenous innovation to either the “green transition dimension” or the “carbon-economy di-
mension” of transition risk. Figure 5b reports the ex-post excess returns implied by a a one standard

deviation exogenous innovation to the “green transition dimension” component of transition risk.

A one standard deviation innovation in the “green transition dimension” of transition risk
leads to a persistent appreciation of the REER, while the opposite holds for unexpected
innovations in the “carbon-economy dimension”. The sum of the two responses is very
close to the aggregate results reported in Figure 4a, suggesting that the dominant effect
comes from the costs associated with macroeconomic fundamentals, as expected.

While in line with the simple intuition embedded in equation (4), the results reported
in Figure 5a also highlight the duality of the transition risk concept. It is costly for a
commodity-producing country to transition to a low-carbon future because the transi-
tion has adverse economic effects on the influential commodity-producing sector of the
economy (and, thus, the aggregate macroeconomy). At the same time, transition defines
moving from one state to a potentially different state. Making a green transition therefore
potentially makes the same country better prepared for a low-carbon future. Figure 5b
provides further evidence for this risk premium argument and reports the ex-post excess
returns, i.e., r&ipp = Agppn~+ (i) he1 —iTy1n—1), using the estimated response functions of
the REER and the real interest rate differential following a shock to the “green transition
dimension”.' Although the long-run responses show some signs of being positive and

significant, such shocks lead to significantly lower excess returns in the short run.?°

9Since interest rates are recorded in annual terms we multiply Ag;. s by 12. See, e.g., Bjornland (2009)

and Evans and Rime (2016) for similar VAR-based estimates of ex-post excess returns.
20We have also computed the response path of excess returns following unexpected innovations to the

“carbon-economy dimension” of transition risk. The theoretical predictions for this component’s rela-
tionship with discount rates are much weaker than for the “transition dimension” case. In the literature
violations of UIP are more common than the alternative, and when UIP does not hold one can find
arguments for both positive and negative discount rate effects following innovations to fundamentals. We

relegate the results for these innovations to Figure C.12 in Appendix C.
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Figure C.11c¢, in Appendix C, reports how shocks to the “green transition dimension”
historically have affected ex-post cumulative excess returns. On average across the sample,
these shocks tend to have increased excess returns. Despite substantial variation, the most
positive innovations for many countries stem from the latter part of the sample. While
this result might seem to contradict the one above, it is actually fully consistent with
(4) and efficient markets. It also echoes the findings in recent asset pricing studies, such
as Péstor et al. (2022), arguing that the strong performance of green assets in recent
years reflects unexpected news related to environmental concerns, and not high expected
returns. In other words, the flow of climate change-related news increases the price and

thus realized returns, as in 5a, but pushes down expected returns, as in 5b.

3.3 Corroborative results

Because natural resource income is an integral part of aggregate income creation in ma-
jor commodity exporters, the mechanisms that give rise to a persistent exchange rate
depreciation might also affect forward-looking asset markets at the national level. Since
transition risk accommodates the future risk of unfavorable shifts in the production func-
tion of the commodity-producing sector, commodity supply might also fall in response to
positive transition risk innovations.

To address these additional hypotheses, we include a country’s commodity production
or stock market index in the VAR and analyze how these variables respond to transition
risk. Country-specific monthly data on coal and gas production is missing for most of
the countries in our sample. Therefore, we restrict the analysis to seasonally adjusted oil
production, leaving Australia and South Africa out of the analysis because they produce
only small amounts of oil (Figure C.1, in Appendix C). Since the oil production series
show very different trends across countries and partly also the stock market indexes, we
include a linear trend as an additional exogenous variable in these specifications and focus
on the partially pooled estimates.

The results are presented in Figure C.13 in Appendix C. Following transition risk
innovations, our estimates suggest significant negative stock market responses that also
tend to be rather persistent. The results further suggest a temporary reduction in oil
production. For most countries, this reduction is significant at the medium response
horizons. Interestingly, there are also signs that commodity production increases in the

short run, in line with the “green paradox” originally coined by Sinn et al. (2008).%!

21Changes in remaining commodity reserves not due to climate risk might potentially be picked up by our
proposed transition risk measures. Reserve statistics, however, are only available at a yearly frequency.
Still, yearly correlations do not indicate any consistent pattern between the two variables, ruling out

transition risk as simply a proxy for changes in remaining reserves (Table C.3 in Appendix C).
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We interpret these results as largely consistent with our underlying motivation. The
results for the stock market speak to a large literature in finance investigating the im-
plications of increased climate risk for firm value, and in particular, studies taking a
“stranded assets” perspective (see, e.g., Ramelli et al. (2018), Atanasova and Schwartz
(2019), van der Ploeg and Rezai (2020), Sen and von Schickfus (2020)). Empirical esti-
mates of oil supply responses following climate risk innovations are rather scarce. One
exception is Barnett (2019), who finds that global oil supply increases in response to an
increased likelihood of significant climate policies being introduced. We leave it for future

research to examine how transition risk affects global oil market dynamics.

4 Unit effects and “falsification” experiments

Below we fully relax the panel assumptions used in the previous sections and estimate
individual VAR models for each of the eight commodity countries analyzed in the previous
sections. In addition, similar VAR models are estimated for all the other countries having
floating exchange rates in the BIS real effective exchange rate database.?? This allows us
to analyze the sensitivity of the pooled (Bayesian) estimates reported earlier and perform
two “falsification” experiments.

First, although transition risk is a risk that all countries are exposed to, our theoretical
motivation predicts that this type of climate risk should be particularly relevant for coun-
tries in which income is highly carbon-dependent. Thus, when analyzing a large number
of countries, we expect a significant negative correlation between a country’s (carbon)
commodity export dependency and the REER response following transition risk shocks.

Figure 6 largely confirms this hypothesis. The y-axis reports the REER responses on
either the one- or five-year horizon following a transition risk innovation, while the x-axis
reports the net fossil fuel commodity export share relative to overall GDP. There is a
significant and negative relationship between these two variables. The box plots to the
right in the figure further confirm this impression. The real exchange rate responses for
non-commodity currencies are not significantly different from zero on average, while they
are clearly negative for the commodity currencies. Furthermore, the REER responses for
the commodity currencies are, with some exceptions, qualitatively in line with the panel
VAR results reported earlier at the one-year horizon, but tend to suggest a more persistent

depreciation for at least half of the commodity currencies at the five-year horizon.

22Each VAR includes the same endogenous variables as in earlier sections. Because of reduced degrees of
freedom when estimating individual models compared to the panels, the lag length is decreased from 12
to 6, and parameter estimates are obtained by maximum likelihood to relax the computational burden.

Transition risk measures for all of the non-commodity currencies are obtained as described in Section 2.2.
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(a) Climate change transition risk - 1-year horizon
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Figure 6. REER responses and commodity export shares. Each graph reports a country’s REER
response following a one standard deviation exogenous innovation to transition risk (y-axis: in percentage
change) together with net commodity exports relative to GDP (x-axis). The REER responses are obtained
assuming a recursive ordering with transition risk ordered last in the VAR system. The net commodity
export relative to GDP statistic reflects the average across the period 2002-2019. Observations for (fossil
fuel) commodity and non-commodity currencies are colored black and green, respectively. The size of the
scatters reflects the country’s CO2 emissions relative to GDP. The box plot to the right in each graph
reports the median, interquartile range (IQR), and outliers (1.5 x IQR as circles) .

Second, because climate risk is not directly observed, existing approximations used in
the literature vary in the degree to which they capture physical, liability, and transition
risks associated with climate change (Carney, 2015). In fact, it can be argued that the
economic and financial literature has focused foremost on the former risk component and
that our contribution in terms of measurement is related to the latter component. To
assess to what extent this innovation matters, we use four existing alternative proxies for
climate risk and compare the results to those obtained when using our proposed measure.

The four alternative climate risk approximations we consider are the recent news-based
climate risk measures suggested by Engle et al. (2020), Gavriilidis (2021), and Ardia et al.
(2022), and temperature anomalies.”® Temperature anomalies are perhaps one of the most

direct and widely used measures of climate change (see, e.g., Deschenes and Greenstone

23For this purpose we collect statistics from the GISS Surface Temperature Analysis and construct country-
specific monthly time series of abnormal temperature fluctuations (see Appendix A). The three news-

based indexes were gratefully provided to us by the authors.
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(2007) and Kumar et al. (2019)), but are likely a better approximation for physical climate
risk than transition risk. The three news-based indexes build on a type of motivation
similar to ours, where the news media implicitly operate as information intermediaries
between agents and the state of the world, but differ in terms of their construction. The
measure suggested by Engle et al. (2020) was developed for hedging climate risk in the
asset market, but, as they explicitly state in their article, the index does not distinguish
between the different types of climate change risks and essentially measures how much
climate change is focused upon in the news using an inverse document frequency count-
based approach. Ardia et al. (2022) is inspired by the Engle et al. (2020) approach and
construct a climate change concerns score (CCC) measuring and combining the levels
of negativity and risk discussed in each news article, while Gavriilidis (2021) develops a
climate policy uncertainty index (CPU) building on the method proposed in Baker et al.
(2016) for measuring economic policy uncertainty.?* By focusing on uncertainty, climate
risk and regulation, the CPU and CCC measures are conceptually more related to our
transition risk index than the Engle et al. (2020) index.

Figure 7a reports the alternative news-based indexes. Since neither of these is country-
specific, we plot them together with the common component of our country-specific transi-
tion risk measures. Figure C.3 and Table C.4 in Appendix C reports comparable statistics
for temperature anomalies. As seen in the figures and tables, the correlation between the
alternative climate risk approximations and our suggested indexes is, at times, very high,
but overall not perfect.

Figure 7b summarizes the results from the second experiment. Here all the individual
VAR models are re-estimated using the alternative climate risk approximations, and the
t-statistics from regressing the REER responses on the net commodity export shares are
reported across response horizons. l.e., similar to the (scaled) regression slope param-
eters in Figure 6. See Figures C.14 and C.15, in Appendix C, for directly comparable
graphs. Two main findings stand out. First, using the CPU and CCC tends to produce
a negative correlation between a country’s net commodity export dependency and the
REER responses. Still, this relationship is far from as strong as that produced by our
proposed transition risk measures. Second, when using temperature anomalies or the En-
gle et al. (2020) measure, one observes a positive, although not significant, relationship
between REER responses and net export shares for all response horizons. To the extent

that the measure proposed by Engle et al. (2020) captures the risk premium effect in

2 Gavriilidis (2021) searches for articles in eight leading US newspapers containing terms related to un-
certainty, climate risk and regulation, and then scales the number of relevant articles per month with
the total number of articles during the same month. Ardia et al. (2022) collects news from 10 major
U.S. newspapers, selects only articles tagged with a climate change categorization, and then count and

aggregate terms related to negativity and risk using two lexicons.
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Figure 7. Figure 7a reports the alternative news-based climate risk indexes produced by Engle et al.
(2020), Gavriilidis (2021), and Ardia et al. (2022), denoted Engle, CPU and CCC, respectively, together
with the common component of the country-specific transition risk indexes (TRC'). The common compo-
nent is computed using PCA, and explains roughly 40% of the variation in the data. For visual clarity,
the series are smoothed using moving averages with a window size of seven months and standardized.
The correlation statistics are computed using the non-smoothed data. Figure 7b reports the t-statistics
from regressing the REER responses on the net commodity export shares, where the REER responses
are those obtained from the individual VAR models using the different risk approximations. The x-axis

denote the response horizons.

the present-value formula, as alluded to by its hedging purpose, this result speaks to the
discussion in Section 3.2. However, the result also raises the question of why countries
with a high net commodity export share should be more exposed to this effect than less
commodity depended economies. One potential explanation for this might be that the
flow of climate-related news often is presented in the same context as commodity-relevant
news, as indicated by Figure 2a.

In sum, our results suggest that the proposed index adds value because it is designed
to explicitly capture the transition risk component of climate change risk and because it
captures the duality of the transition risk definition. IL.e., transitioning from “brown” to
“oreen” might, in isolation, have a positive effect on the price. However, for a country
highly dependent on commodity income, the transition also involves substantial costs and
potential loss of revenue, which put downward pressure on the price. The word embedding
approach facilitates our construction of country-specific transition risk measures. None
of the alternative new-based indexes analyzed here is country-specific. This discrepancy

might also play a role in explaining the differences in results.

5 Conclusion

The economic risks posed by climate change have at least three components; physical
risk, liability risk, and transition risk. Perhaps due to ease of measurement, the economic

literature has focused foremost on the former of these components. We propose a measure
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of climate change transition risk based on neural network word embedding models for
large-scale text analysis.

Textual news data is used as input to the model because new information affects expec-
tations about the future and, thus, economic agent’s actions today. The word embedding
framework is proposed because word embeddings densely encode linguistic regularities
and patterns and allow for arithmetic operations capturing associative meaning. That is,
although transition risk is country-specific and can change in response to various news
events, arithmetic operations on a few relevant terms yield aggregate embeddings pointing
in a direction associated with transition risk in vector space.

While the intuition for our proposed methodology is general and can be applied in
many different settings, the application is on commodity currencies. The present-value
formulation of exchange rates structures how we construct the transition risk measures in
the current context. It also highlights why this type of climate risk is particularly relevant
for countries where income is highly dependent on high-carbon exports.

In line with theory, we document that when transition risk increases, commodity
currencies experience a persistent depreciation while non-commodity currencies are unaf-
fected on average. According to our estimates, roughly 4% of the long-run fluctuations
in the real exchange rate can be explained by unexpected transition risk innovations.
When we use existing climate risk proxies not designed to explicitly capture the transi-
tion risk component of climate change, these findings do not apply. Hence, the conclusions
drawn about the economic consequences of climate change are highly dependent on the
considered climate risk component.

Apart from speaking to a growing literature using tools from NLP and ML to improve
and facilitate measurement in economics, our study speaks to a large literature concerned
with the pricing of firms and firm value. By focusing on exchange rates, we document how
transition risk also affects valuations at a national level. This obviously has implications

for policymaking, and monetary policy in particular.
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Appendices for online publication

Appendix A Data Description

Exchange rates and trade weights. The real effective exchange rate indices REER,,
are obtained from the Bank for International Settlements (BIS). The REER,, is based
on trade weights, where 40 of the most important trading partners for country c are
considered. The trade weights w.;, of country c, trading partner 7, and time ¢ are also
used to construct interest rate differentials. See below. The weights are available for
three-year periods: 1999-2002, 2003-2005, ..., and 2014-2016. As trade weights for the
period 2017-2019 were not yet available, we use the last available trade weights for this
latter period.

Interest rate differentials. Due to data availability issues the short-term interest
rates are obtained from different sources. The majority of interest rate differentials are
computed using 3-month Treasury bill yields obtained from the Global Financial Data
(GFD) database (available for 36 out of 60 countries). For the remaining countries we
use 3-month interbank interest rates obtained from the GFD database (available for 7 out
of 60 countries), Treasury bill yields and interbank rates with 3- month maturity from
OECD’s MEI database (available for 11 out of 60 countries), or short-term interest rates
collected from Macrobond (4 out of 60 countries). For Argentina and Turkey, we could not
obtain any representative short-term interest rates for the whole sample period. Year-on-
year inflation for most countries is obtained from BIS. Inflation for Taiwan and Colombia
is obtained from the GFD. The CPI for Russia is obtained from FRED. Missing values for
monthly inflation of the United Arab Emirates from Jan 2001 to Dec 2008 are replaced by
the annual inflation obtained from the FRED database. Real short-term interest rates 7,
for country c are created by subtracting year-on-year inflation from nominal short-term
interest rates. The real short-term interest rate differential is then created by taking the
difference between the real short-term interest rate and the trade-weighted real short-term
interest rates of its 38 available trading partners: r., =17, — Zfilwc,i,t T,

Commodity price indexes. The country-specific commodity price indexes are ob-
tained from Gruss and Kebhaj (2019). Their preferred measure is obtained by multiplying
commodity-specific price indexes with the time-varying weights of each country’s net ex-
port shares relative to the GDP. The alternative indexes derived in Gruss and Kebhaj
(2019) use either fixed weights or time-varying weights based on each country’s export
(not net) shares relative to the GDP.

Business cycle indicators. Our preferred business cycle indicator is the forward-

looking (amplitude-adjusted) business confidence indicators provided by OECD in their
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MEI database. However, this measure is not available for all countries (available for 41 out
of 60 countries). In cases where the business confidence indicator is missing, we instead
use year-on-year changes in industrial production obtained from OECD or Macrobond.

Uncertainty measures. We obtained three different uncertainty measures. The
volatility index for financial markets UNC} is obtained from the Chicago Board Options
Exchange, which retrieves the constant 30-day expected volatility from call and put op-
tions on the S&P500. The (global) geopolitical risk index GPR; is obtained from Caldara
and lacoviello (2022), while the news-based country-specific economic policy uncertainty
measures EPU.; are obtained from Baker et al. (2016). Both GPR, and EPU,; are based
on counting the occurrence of words related to geopolitical tensions or economic policy
uncertainty in leading international newspapers.

Fuel net export as a share of GDP. Fuel exports and imports for each country on
an annual frequency are obtained from the World Integrated Trade Solution (WITS). The
term ’fuel’ describes all products classified in section 27 of the HS1996 code list “Mineral
fuels, oils & product of their distilliation; etc”. GDP at an annual frequency is obtained
from the World Bank’s World Development Indicators database.

Reserves of fossil fuels. Reserves of oil and coal at an annual frequency are obtained
from the BP Statistical Review of World Energy.

World industrial production index. This measure is constructed by Baumeister
and Hamilton (2019) and combines industrial production of OECD countries plus the
world’s six largest non-OECD economies.

Oil production. Crude oil production including lease condensates is obtained at a
monthly frequency from U.S. Energy Information Administration. The series are season-
ally adjusted using the X12-ARIMA filter from the U.S. Census Bureau.

Stock market indices. The MSCI IMI total return indexes in local currency are
sourced from Macrobond.

Alternative climate risk proxies. The news-based (general) climate risk measure
is obtained from Engle et al. (2020), while the news-based climate policy uncertainty
is obtained from Gavriilidis (2021). Both series are available at a monthly frequency.
The Climate Change Performance Index (CCPI) reports for the years 2005-2019 are
obtained from Germanwatch. We focused on the ranking of countries since Germanwatch’s
methodology to calculate the score of the CCPI changed over time. The CCPI is only
available at an annual frequency.

Temperature Anomalies. The temperature anomalies are obtained from the GIS-
TEMP Team, 2020: GISS Surface Temperature Analysis (GISTEMP), version 4, NASA
Goddard Institute for Space Studies. The dataset was accessed on 18 October 2020 at
https://data.giss.nasa.gov/gistemp/. See Lenssen et al. (2019) for details and the most
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recent description of the data. By definition, these time series measure deviations from
the corresponding 1951-1980 means. The longitude and latitude resolution provided in
the database are used to construct country-specific monthly time series of abnormal tem-

perature fluctuations.
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Appendix B Al-audit

To better formalize that the clusters observed in Figure 3a are distinct and relevant,
we design a simple classification experiment. As an alternative to manually and subjec-
tively classifying sentences in our corpus, we exploit the potential in the newly developed
ChatGPT technology (OpenAl, 2021) to construct training and testing data for this ex-
periment. We thus asked ChatGPT to answer the questions listed in Table B.1. To not
make the sampling of data strictly dependent on how we phrase the instructions, four
different, although similar, types of questions were asked for each concept.

All output from the machine was then collected as individual sentences and categorized
according to the setting in which ChatGPT generated them. Some machine calls failed,
and the number of sentences generated was not always as asked for. In total we obtained
605 sentences, where roughly 25% of them belong to each of the four categories.

In the next step we used a standard multinomial logistic regression to classify the
text based on the four word embeddings constructed from our dataset. To map concept
embeddings to sentences and construct predictors we regress each concept embedding on
the word vectors for the words in a given sentence. If a sentence word is not in our
corpus it is dropped. The R-squared from these regressions are then used as explanatory
variables in the classification task.

The multinomial logistic regression is trained on 80% of the data. The remaining data

is used for out-of-sample predictive validation.
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Table B.1. Instructions given to ChatGPT and examples of output.

Input

For transition risk:

For monetary policy:

For policy uncertainty:

For physical climate risk:

Can you generate 80 sentences about climate change transition risk in an oil exporting country
context and without necessarily using the phrase ”climate change transition risk”

Can you generate 20 sentences about climate change transition risk in an oil exporting country
context

Can you write 20 sentences about to cost and opportunities associated with a transition to a
low-carbon economy

Can you write a short news story about how climate change transition risk might affect the
economy going forward

Can you generate 80 sentences about monetary policy without necessarily using the phrase
”monetary policy”

Can you generate 20 sentences about monetary policy

Can you generate 20 sentences about the current monetary policy situation

Can you write a short news story about how monetary policy might affect the economy going
forward

Can you generate 50 sentences about economic policy uncertainty without necessarily using
the phrase ”economic policy uncertainty”

Can you generate 20 sentences about economic policy uncertainty

Can you generate 20 sentences reflecting various aspects of economic policy uncertainty

Can you write a short news story about how economic policy uncertainty might affect the
economy going forward

Can you generate 50 sentences about physical climate change risk without necessarily using
the phrase ”physical climate change risk”

Can you generate 20 sentences about physical climate change risk

Can you generate 20 sentences about how extreme weather might affect the economy

Can you write a short news story about how physical climate risk might affect the economy

going forward

Examples of output

Transition risk

Transition risk

Transition risk

Monetary policy

Monetary policy

Monetary policy

Economic policy uncertainty

Economic policy uncertainty

Economic policy uncertainty
Physical climate risk
Physical climate risk

Physical climate risk

The oil-dependent economy is facing decreased demand for fossil fuels.

The shift towards renewable energy is affecting the country’s main source of revenue.

Oil reserves are becoming less valuable as the world moves away from fossil fuels.

The central bank influences the supply of money in the economy.

Interest rates play a key role in shaping economic activity.

The central bank aims to maintain price stability and full employment.

The government’s fiscal and monetary policies play a crucial role in shaping the economy.
Uncertainty about future economic conditions can lead to a lack of investment and economic
slowdown.

The government’s actions can impact consumer and business confidence.

Rising temperatures are causing more frequent and severe weather events.

The melting of polar ice caps is leading to rising sea levels.

Extreme weather conditions are damaging infrastructure and causing power outages.
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Appendix C Additional results

Table C.1. Transition risk and word selection robustness. The table reports the correlation (median
and percentiles) between the benchmark transition risk measure and the ones based on 30000 random

leave-one-word-out simulations.

Percentile Australia Brazil Canada Malaysia Mexico Norway Russia SouthAfrica
5% 0.93 0.86 0.94 0.90 0.94 0.95 0.91 0.93
Median 0.96 0.95 0.98 0.96 0.97 0.98 0.96 0.97
95% 0.98 0.97 0.99 0.98 0.98 0.99 0.98 0.99

Table C.2. K-means clustering. The K-means algorithm is used to estimate four clusters based on the
combined embedding matrix visualized in Figure 3a. The table reports how the fraction of unique terms

for the four concepts listed in the first row are allocated across the four estimated clusters.

Cluster “Transition risk” “Monetary policy” ”Policy uncertainty” ”Physical climate risk”
1 0.03 0.93 0.26 0.00
2 0.00 0.01 0.00 0.46
3 0.04 0.04 0.32 0.50
4 0.94 0.02 0.42 0.04

Table C.3. Correlation of leads and lags of yearly transition risk (ATR) and remaining commodity
reserves (ARR). Transition risk is converted to yearly numbers using monthly means. Commodity
reserves are strongly trending. Correlations are computed using the first difference of the variables. For
all countries, except South Africa, we use remaining oil reserves. For South Africa, which produces very

little oil, remaining coal reserves is used. *, ** and *** denote the 10%, 5%, and 1% significance level,

respectively.

Percentile Australia Brazil Canada Malaysia Mezico Norway Russia SouthAfrica
ATR:_1,ARR; -0.33 0.38 0.13 -0.05 -0.01 -0.46* 0.10 0.27
ATR:, ARR; -0.08 0.00 0.13 -0.29 -0.20 0.36 -0.22 0.27
ATR¢, ARR:_1 0.05 0.05 -0.28 0.34 0.03 -0.14 -0.29 -0.55%*

Table C.4. Transition risk and temperature anomaly correlations. The first row reports the correlation
between the raw series. The second column reports the correlation when a Hodrick—Prescott filter (Ho-
drick and Prescott, 1997), with a smoothing parameter set to 1600, is used to extract the low-frequency
fluctuations from the series. *, ** and *** denote the 10%, 5%, and 1% significance level, respectively.
Figure C.3, in Appendix C, visualizes these correlation patterns, and graphs the temperature anomaly

series together with our measures of transition risk.

Australia Brazil Canada Malaysia Mexico Norway Russia SouthAfrica
Raw 0.04 0.17%%* -0.02 0.07 -0.08 0.10 0.11%* 0.08
HP-filtered 0.40%** 0.52%** 0.02 0.45%** -0.20%%* 0.63%** 0.53%** 0.21%**
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Figure C.1. Gas, oil, and coal production relative to GDP. For each country, the figure reports a
standard box plot of the production shares for the period 2002 to 2019. The underlying data is sourced
from British Petroleum Company (2020).
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Figure C.2. The figure reports the historical pairwise cosine similarity between all of the transition risk
categorizes defined in Table 1. The thin broken lines report the raw monthly estimates. The tick lines
report the linear trend estimated from s(w;;, w;i) = a + Bt + e;, where s(w;;, wj,) is the cosine similarity
between category ¢ and j at time ¢. If the estimated trend is not significant at the 5% level, a broken line

is reported.
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Figure C.2. Word Embedding t-SNE plots, 2019, of transition risk related concepts. The results are
produced following the same procedure as in Figure 2b for the alternative concepts ”Monetary policy”
”Policy uncertainty”, and ”Physical climate risk”. The t-SNE algorithm is applied on the embedding
matrix containing the unique terms associated with each concept as well as the common terms shared by
two or more of them. The colors reflect terms that are unique to one concept. Common terms are gray.
The graphs to the left reports all terms and concepts. The graphs to the right zoom in on the middle,

upper and lower areas of the left graphs, respectively.
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Figure C.3. Transition risk (green) and temperature anomalies (red). The dotted lines report the raw

series. The solid lines report the data when a Hodrick—Prescott filter (Hodrick and Prescott (1997)), with

a smoothing parameter set to 1600, is used to extract the low-frequency fluctuations from the series.
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Figure C.4. Pooled and partially pooled panel VAR results. Each graph reports the transition risk
response following a one standard deviation exogenous innovation to the transition risk variable. The
innovations are computed from two different recursive orderings, where the transition risk variable is

ordered either first (dotted black) or last (solid black) in the system. The color shaded areas are 68%
probability bands.
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Figure C.5. Pooled VAR and REER responses. Each graph reports the REER response following a one
standard deviation exogenous innovation to commodity prices, the business cycle index, or interest rate
differentials. The innovations are computed from two different recursive orderings, where the transition
risk variable is ordered either first (solid black) or last (dotted black) in the system. The color shaded
areas are 68% probability bands.
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Figure C.6. Pooled VAR and macroeconomic responses. The graphs report the responses of commodity
prices, the business cycle index, and interest rate differentials, following a one standard deviation exoge-
nous innovation to transition risk. The innovations are computed from two different recursive orderings,
where the transition risk variable is ordered either first (solid black) or last (dotted black) in the system.
The color shaded areas are 68% probability bands.
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Figure C.7. Pooled VAR and REER responses. Each graph reports the real exchange rate response
following a one standard deviation exogenous innovation to the transition risk variable. The transition
risk variable is ordered last in the system. Each VAR is augmented with the global activity measure
proposed by Baumeister and Hamilton (2019), the economic uncertainty indexes (EPU) developed by
Baker et al. (2016), oil production or the aggregated stock market indexes. The color shaded areas are
68% probability bands.
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Figure C.8. Partially pooled panel VAR results. Transition risk and the variance explained by transition
risk innovations. Each bar reports the median estimate for a given horizon and country. Estimates are

obtained assuming a recursive ordering with transition risk ordered last in the VAR system.
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Figure C.9. Partially pooled panel VAR results. The lines report the actual REER (solid line), the
counterfactual REER without transition risk innovations (broken line), and the difference between these
two lines (green area). The bar plots report the (median) variance decomposition at three different

horizons. Estimates are obtained ordering the transition risk variable last in the VAR system.
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Figure C.10. Climate change transition risk components. The green line report the

The annotations

carbon-economy dimension”.

«

dimension” of transition risk and the black line reports the

report some important international and domestic political climate change events. For visual clarity, the

series are smoothed using moving averages with a window size of seven months and standardized.
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Figure C.11. Pooled panel VAR results. Figure C.11a reports the REER response following a one
standard deviation exogenous innovation to either the “green transition dimension” or the “carbon-
economy dimension” of transition risk. Figure C.11b reports the ex-post excess returns implied by a a
one standard deviation exogenous innovation to the “green transition dimension” component of transition
risk. Figure C.11c reports how shocks to the “green transition dimension” of transition risk historically
have affected ex-post cumulative excess returns. Because the estimated time series of structural shocks
are different for each country in the panel, the historical shock decomposition are country specific. The
color shaded areas are 68% probability bands. Estimates are obtained assuming a recursive ordering with

the transition risk components ordered first in the VAR system.
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Figure C.12. Pooled panel VAR results. Figure C.12a reports the REER response following a one
standard deviation exogenous innovation to either the “green transition dimension” or the “carbon-
economy dimension” of transition risk. Figure C.12b reports the ex-post excess returns implied by a a
one standard deviation exogenous innovation to the “carbon-economy dimension” component of transition
risk. Figure C.12c¢ reports how shocks to the “carbon-economy dimension” of transition risk historically
have affected ex-post cumulative excess returns. Because the estimated time series of structural shocks
are different for each country in the panel, the historical shock decomposition are country specific. The
color shaded areas are 68% probability bands. Estimates are obtained assuming a recursive ordering with

the transition risk components ordered first in the VAR system.
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Figure C.13. Partially pooled panel VAR results. Each graph reports the oil production and stock
market responses following a one standard deviation exogenous innovation to transition risk. Estimates
are obtained assuming a recursive ordering with transition risk ordered last in the VAR system. The color
shaded areas are 68% probability bands. All data is standardized prior to estimation. The estimates
are re-scaled using the average and country-specific standard deviation of either the production or stock

market indexes, respectively, and reflect percentage change.
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Figure C.14. REER responses for alternative climate risk proxies and commodity export shares. Each
graph reports a country’s REER response following a one standard deviation exogenous innovation to
the Engle et al. (2020), Gavriilidis (2021), and Ardia et al. (2022) climate risk indexes, or temperature

anomalies (y-axis: in percentage change). See Figure 6 for additional details.
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(a) Engle et. al. : Climate risk - 5-year horizon
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(b) Gavriilidis: Climate policy uncertainty - 5-year horizon
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Figure C.15. REER responses for alternative climate risk proxies and commodity export shares. Each
graph reports a country’s REER response following a one standard deviation exogenous innovation to
the Engle et al. (2020), Gavriilidis (2021), and Ardia et al. (2022) climate risk indexes, or temperature

anomalies (y-axis: in percentage change). See Figure 6 for additional details.
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Appendix D Panel VAR details

Below we provide a short technical description of the pooled panel VAR estimation rou-
tines. We start by describing the random effects specification, and then turn to the fully
pooled panel VAR specification.

D.1 Partially pooled panel VAR model

First, rewriting (3) as a SUR system in vectorized form allowing for cross-sectional het-

erogeneity:
Ye= X Bc+ec €0~ N(0, E_JC) with ¥, = 2. ® I (5)
with
Y. = vec(Yy), X, = (I,® X,.), B.=vec(B.), e.=wvec(e€.) (6)
—— —_—— —— ——
nTx1 nTxq gx1 nTx1

where n is the number of endogenous variables, T" the sample size, ¢ = nk = n(np + m),

m is the number of exogenous variables, and

/ ! / / 1y\/ /
yc,l yc,O te yc,l—p Z, (Ac) 6c,l
! ! / I . !
yc,2 yc,l e yc,pr Ty . 60,2

l/(-: = . s Xc = . . . y Bc = Y 5 €. = .
' (A?)
/ / / / ! /
yc,T yc,Tfl te yc,Tfp Ly Cc 6c,T
N g
vV
Txn Txk kxn Txn

(7)

In total the model specification in (5) implies that each unit comprises ¢ coefficients

to estimate. With N units in total, Nq coefficients have to be estimated for the whole

model. Thus, to take advantage of the cross sectional information in the data we assume

a random effects specification where for each unit ¢, 8. can be expressed as 3. = b+ b,
and b. ~ N(0,%). It then follows that:

B.~ N(b, %) (8)

i.e., VAR coefficients differ across units, but are drawn from a distribution with similar
mean and variance. We implement this using the hierarchical prior approach developed
by Jarociniski (2010).

For b the selected functional form is simply a diffuse (improper) prior m(b) < 1. For
3, the functional form is designed to replicate the Minnesota coefficient covariance matrix

prior. This specification relies on a diagonal ¢ X ¢ covariance matrix €2, with elements:

A

=G o = (BGEP o =0 )

Ua“_ = (ZTS)Q’ O-aij -

|Q
[\ gl V)

o~
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relating the variance of 8. to the own lags of endogenous variables (a;;), cross-lag coeffi-
2

cients (a;;), and exogenous variables (d;). o are scaling parameters obtained by fitting
autoregressive models by OLS for the n endogenous variables of the model, and computing
their standard deviations, while the \’s are set to values typically found in the literature,

i.e., \a = 0.5, \3 = 1, and A\, = 10%. The full covariance matrix X; is then defined as:
=M ®I,) (10)

where €2y is treated as fixed and known, and the role of \; is discussed below. Finally, the
prior distribution for X, is simply the classical diffuse prior given by 7(32,) o |X.|~("+1/2,

Conceptually, the difference between pooled and random effects estimation is deter-
mined by A;. Setting \; = 0 in (10) implies that all the 3.’s take the identical value b, i.e.,
data is fully pooled. In contrast, treating A\ as a random variable allows for cross-sectional

heterogeneity. In this case we use the inverse Gamma distribution as a prior distribution

—Vo

22

for A1, implying 7(\i]s0/2, v0/2) o< A2 Lexp(5L2), with shape so/2 and scale vy/2, and
set sop = vg = 0.002, which we experience gives a reasonable balance between individual
(large A1) and pooled (small \;) estimates.

In the case of a (fixed) A\; = 0, draws from the posterior distributions can be ob-
tained from its analytical solution. When the random effects specification is adopted,
the posterior distributions do not allow for any analytical derivations, and a Gibbs sam-
pler framework is used to draw from the appropriate conditional posterior distributions.
Details about each of these cases are well documented in, e.g., Kadiyala and Karlsson
(1997), Jarocinski (2010), and Canova and Ciccarelli (2013), and also shortly described
in below. Here we note that we obtain 100000 draws from the posterior, use the last 2000
for further inference, and ensure that the systems are invertible by disregarding draws

implying non-stationarity.

D.2 Gibbs sampler for the partially pooled panel VAR

The model’s unknown parameters are b, A1, 3., and X.. The posterior is approximated
by making draws from the following sequence of conditional posterior distributions, where
d denote the d'* draw:

1. Draw b? from a multivariate normal distribution:
b ~ N(BL NS with B, = N7 Y B!
2. Draw A¢ from an inverse Gamma distribution:
A~ IG(; g) with 5 = h+ so and 7 = o + 3 (81" — b7 (2;1)(8! — b))
and obtain 3¢ = (\{ @ I,)€2,
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3. Draw B¢ for each unit from a multivariate normal distribution:
ﬁ(ci ~ N(Bca Qc)
with .
Q= (2 @ XX, + (3) 7]

B = Q. [(Z) @ Xty + () ']
4. Draw X? for each unit the inverse Wishart ditribution:

»4 ~ IW(S.,T) with S. = (Y. — X.B%(Y, — X.B?)

As starting values, i.e., for d = 1, we set 82 and X? equal to the implied OLS values,
and \) = 0.01.

D.3 Pooled panel VAR model

For the fully pooled panel VAR model a natural conjugate normal-Wishart prior is used

when estimating the model. First, define:

/ / / / 1\/ /
Yie Y1 - Yrpr T (AY) Lt
/ / / / . /
Yo Yoi-1 - Yorp Ty : &,
Yt = . ) Xt = . . . > B = | €. = .
: (AP) :
/ / / / / /
YN Yni—1 - Yni—p Ty D €N,t

Then, stacking (11) over T time periods one gets Y = X B+&, and writing this expression

in vectorised form gives:

y=XpB+e eNN(O,E_])WithE_JZE@JINT (12)
with
y=vec(Y), X=(I,9X), B=vec(B), e=uvec(§) (13)
—— —_—— —— ——
NnTx1 NnTxq gx1 NnTx1

For the normal-Wishart prior specification, the prior for 3 is assumed to be multivari-

ate normal:

B~ N(Bo, X ® ) (14)

where the elements of 3, are set to 0.8 for the first lag of own endogenous variables and
zero otherwise, and @ is as a k x k diagonal matrix with entries defined as in Karlsson

(2013):

1A
UﬁijZ(;)(lTlg)z, 07 = (MAs)? (15)
J
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where the residual variance terms are defined by estimating a pooled autoregressive model
over the each of the n endogenous variables. For the fully pooled VAR we follow the usual
convention and set \; = 0.1, A3 = 1, and Ay = 10? (i.e., \; is treated very differently here
than in the partially pooled Panel VAR model).

The prior for X is inverse Wishart:
X~ [W(So, Oéo) with SO = (CKQ —n — 1)20 (16)

where ag = n+ 2 and g is a diagonal matrix with variance terms obtained as above. As

such, the covariance matrix of one equation is now proportional to the covariance matrix

of the other equations, which is not a restriction in the partially pooled specification.
Because these priors are conjugate, draws from the posterior distribution can be ob-

tained from analytical solutions. In particular:

m(Z|y) ~ IW(a, S
m(Bly) ~ MT(B, S, ®,a)

~—

(17)

with
& [&;' + X'X]|
B=%|2;'B,+ XY o (18)
S=Y'Y +S,+B,®,'B, - B®'B
anda=NT+ayanda=a—n+ 1.
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